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Abstract

Are there brain regions that are specialized for the execution of imitative actions? We com-

pared two hypotheses of imitation: the mirror neuron system (MNS) hypothesis predicts

frontal and parietal engagement which is specific to imitation, while the Grist-Mills hypothe-

sis predicts no difference in brain activation between imitative and matched non-imitative

actions. Our delayed imitation fMRI paradigm included two tasks, one where correct perfor-

mance was defined by a spatial rule and another where it was defined by an item-based

rule. For each task, participants could learn a sequence from a video of a human hand per-

forming the task, from a matched “Ghost” condition, or from text instructions. When partici-

pants executed actions after seeing the Hand demonstration (compared to Ghost and Text

demonstrations), no activation differences occurred in frontal or parietal regions; rather, acti-

vation was localized primarily to occipital cortex. This adds to a growing body of evidence

which indicates that imitation-specific responses during action execution do not occur in

canonical mirror regions, contradicting the mirror neuron system hypothesis. However, acti-

vation differences did occur between action execution in the Hand and Ghost conditions out-

side MNS regions, which runs counter to the Grist-Mills hypothesis. We conclude that

researchers should look beyond these hypotheses as well as classical MNS regions to

describe the ways in which imitative actions are implemented by the brain.

Introduction

Humans are prolific imitators and make extensive use of this ability to learn from and connect

with others [1]. Imitation has been localized to the premotor and parietal cortex in a large num-

ber of studies [2–7]. These regions have been widely believed to contain mirror neurons [8].

One theory of how the brain produces imitative actions, which we call the mirror neuron

system (MNS) hypothesis, suggests that imitation engages dedicated brain mechanisms [9–12].

Mirror neurons respond both when an individual sees another carry out an action and when

that individual performs the same action. The MNS hypothesis holds that the superior temporal
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sulcus (STS) works with the frontoparietal mirror neuron system—inferior frontal gyrus, adja-

cent premotor cortex, and inferior parietal lobule—to process the visual, motor, and goal com-

ponents of imitative actions [9, 13]. Specifically, the STS processes the higher-order visual

aspects of an observed action; it feeds this information to the frontoparietal mirror neuron sys-

tem (inferior frontal gyrus and inferior parietal lobule), which processes the goal of the action

and its motor specification; this information is then fed back to the STS, which matches pre-

dicted sensory consequences and the visual aspects of the planned action [9].

Imitation could be a unique skill subserved by a dedicated brain system (as in the MNS

hypothesis) or may be the product of more general sensorimotor processing. A recent promi-

nent theory suggests the latter. Heyes’ “cognitive gadgets” theory [14–16] uses an analogy of

grist and mills to explain neurocognitive imitation mechanisms. According to this view, gen-

eral sensorimotor mechanisms (mills) can receive as input either social cues (one type of grist)

or non-social cues (another type of grist), processing both in the same way. When the input

signal is social, the output might be labelled as imitation, but Heyes argues that both social and

non-social signals are processed in essentially the same way. In this model, excitatory vertical

associations form between sensory stimuli and their corresponding motor actions. The sensory

stimuli “can be in any sensory modality and originate from animate or inanimate objects”

([16], p. 126). Furthermore, the “degree of topographic resemblance between observed and

executed actions” is never calculated ([16], p. 127; that is, there is no topographic matching

process, as the excitatory connections are sufficient to enable imitation. We will refer to this

view as the Grist-Mills hypothesis. Surprisingly, no studies that we are aware of have directly

contrasted these two hypotheses in the case of motor outputs.

Several brain imaging studies have compared conditions where participants imitate to

those where they do not, and often report more engagement of mirror neuron system (MNS)

regions during imitation. In most of these studies, the visual input and corresponding motor

response are present simultaneously. For example, Iacoboni and colleagues [17] asked partici-

pants to lift their middle or index finger in response to either dynamic social stimuli (a video

of a hand lifting a finger), static social stimuli (an image of a hand with the finger to be lifted

marked by an “x”), or non-social stimuli (an “x” displayed in a certain spatial location on a

gray background). Participants initiated their finger motions concurrently with the displayed

stimuli. These conditions were compared to visually identical conditions in which participants

observed the same stimuli but did not perform any actions. Frontal and parietal regions were

found to be more active in the imitation condition relative to controls. However, in this para-

digm (and many others), the visual stimulus differs between the imitation condition (video)

and the non-imitation conditions (static image and symbolic instruction), so it is not possible

to know whether the observed differences in brain activity are due specifically to the imitation

of actions or to differences in input more generally.

To address this problem, several neuroimaging studies have examined delayed (as opposed

to concurrent) imitation. Buccino and colleagues [2] showed participants video clips of hands

forming guitar chords, which were imitated after a pause; however, the condition in which

observed actions were imitated was not directly contrasted with one in which chords were

freely executed. Similarly, participants in a study by Krüger and colleagues [6] saw video clips

of hands making extension-flexion movements at the wrist. These were also imitated either

immediately or after a pause, but there was no equivalent condition in which motions were

instructed in a non-imitative context. Chaminade, Meltzoff, and Decety [18] compared the

imitation of actions on Lego blocks to freely chosen actions on the same sets of blocks, with a

brief delay between observation and response; however, it is unclear if these actions are

matched for motor components. Makuuchi [19] examined immediate and delayed imitation

versus symbolically instructed finger and wrist actions; only visual area V5 was more activated
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for imitation than symbolic instruction, and it was concluded that Broca’s area/inferior frontal

cortex is not required for imitation. While some of the above studies report activation in parts

of the MNS (e.g., inferior parietal cortex [2, 18]), delayed imitation conditions were not neces-

sarily contrasted with matched control conditions. The results of these studies do not show

clear involvement of the MNS in the execution phase of delayed imitation.

Here, we test the MNS and Grist-Mills hypotheses using a dataset collected in the study of

different types of delayed imitation [20]. Our original design was adapted from previous

behavioral imitation studies with children [21, 22], monkeys [23, 24], and orangutans [25].

These are delayed imitation tasks in which participants first see a sequence of 3 or more

actions, and after a short delay they perform the same sequence. Two different types of

sequence are commonly used: in the “cognitive task”, the correct responses are defined accord-

ing to the identity of the objects selected (for example, pear! pliers! basketball; Fig 1A,

Ghost example); in the “spatial task”, the correct responses are defined according to the loca-

tions selected (for example, bottom! top-right! center-left; Fig 1B, Ghost example).

A key feature of these delayed imitation tasks is that the correct sequence can be learned in

many different ways, for example by watching another person perform the sequence (imita-

tion), by reading a list of instructions, or by trial and error. Here, we contrast imitation, where

a human hand demonstrates the correct sequence in a video, to two alternative (non-imitative)

learning conditions. Trial-and-error learning was not used.

Different types of learning occur during the demonstration phase of the task, while the exe-

cution phase is the same across conditions. In Hand demonstrations, participants saw at the

center of the screen a video of a human hand moving a joystick to select picture items (Fig 1A

and 1B, Hand examples); when selected, a blue frame appeared around the picture and then

the picture vanished. Thus, participants could learn the observed sequences by copying the

demonstrated hand-joystick actions along with their effects (i.e., imitation learning). Ghost

demonstrations were identical to Hand demonstrations except that the middle of the screen

remained blank. Hence, participants could learn the sequence vicariously, using the blue

frames and pictures’ subsequent disappearance as indexes of serial order without any observed

hand-joystick actions (Fig 1A and 1B, Ghost examples). In Text demonstrations, the correct

sequence was shown in words which vanished one at a time with exactly the same timing as

did images in Hand and Ghost demonstrations (Fig 1A and 1B, Text examples). The Text con-

dition was included to control for covert speech when learning the sequence order. All three

demonstration conditions imposed the same demands on working and serial memory; the

only difference was the format in which the sequence information was presented [20].

Each trial’s demonstration phase was followed by an execution phase, in which participants

performed the sequence they observed. On the response screen for the cognitive task, the same

images from the demonstration phase were shuffled into a different spatial configuration

(Fig 1A, Hand, shows an example of what a participant might see during a demonstration

phase, and Fig 1C shows what they would see during the corresponding execution phase). On

the response screen for the spatial task (Fig 1D), a different set of three identical pictures was

displayed in the same spatial locations as in the demonstration phase. Participants executed

the previously demonstrated cognitive or spatial sequence by selecting images in the target

order using a joystick.

This study was originally implemented to examine brain regions involved in sequence imi-

tation, and we previously reported results from the demonstration phase [20]. However, this

design provides a unique opportunity to examine Heyes’ Grist-Mills hypothesis [14] and the

MNS hypothesis, with two notable strengths. Firstly, there is a clear temporal distinction

between the demonstration phase (observation) and the execution phase (response). After

each trial’s demonstration phase is an interstimulus interval (black screen) with a duration of 1
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Fig 1. Examples of demonstration phases (A and B) and execution phases (C and D) from the cognitive and spatial tasks. For both tasks, there are three

possible ways to learn the sequence (Hand, Ghost, and Text). In the Hand condition, a small video in the center of the display shows the hand of a person

performing the sequence; in the Ghost condition, the sequence is indicated by the movement of the blue square frame and disappearance of each picture; and

in the Text condition, the rules are shown in English words which disappear. There is only one possible way to execute the sequence—by selecting each item

using the joystick (C and D). For both cognitive and spatial sequences, only the execution trials which follow a Hand demonstration are classed as imitation.

However, only in the spatial task could participants’ joystick responses correspond with those observed, as pictures’ spatial arrangement was constant. In the

cognitive task, because picture location varied randomly, so did joystick responses. (C) Example of the display during the execution phase of the cognitive task

(i.e., all response screens after any demonstration type in the cognitive task could look like this, but with image content determined by the preceding

demonstration phase). The three items appear in different locations and the participant must use the joystick to select each in turn so they disappear. (D)

Example of the display during the execution phase of the spatial task.

https://doi.org/10.1371/journal.pone.0291771.g001
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to 4 seconds. Thus, overt visual confounds are controlled during the execution phase (as in

[26]), while overt motor confounds are controlled during the demonstration phase. Secondly,

in the execution phase, the visual stimuli are carefully controlled. The visual stimuli are

matched when participants execute sequences across all demonstration conditions, as shown

in Fig 1C and 1D. Thus, any difference in brain activation during action execution following

different demonstration conditions cannot be explained by varying visual input during the

execution phase—as there was none; rather, it must be attributed to different underlying

mechanisms for learning and implementing the action sequence.

Here we present a detailed analysis of the execution phase of this task in order to test com-

peting hypotheses for the mechanisms underlying imitation. For instance, the MNS hypothesis

proposes that the MNS forms a core or specialized neural circuitry for imitation, and that

observed and performed actions are matched by mirror neurons [9, 11]. Because mirror neu-

rons are active both when a particular action is observed and when it is performed, we should

see activation in MNS regions when participants execute an imitation response (Hand-cogni-

tive and Hand-spatial conditions) compared to other non-imitative conditions (Ghost-cogni-

tive and Ghost-spatial conditions). The Grist-Mills hypothesis [14] predicts that regions

implementing imitative responses are identical to those that implement non-imitative

responses. Consequently, it predicts no differences between the execution phases of the Hand-

cognitive and Hand-spatial conditions compared to the matched non-social (Ghost and Text)

control conditions.

Materials and methods

We previously reported an fMRI study of imitation learning where every trial comprised a

demonstration phase in which participants learned a sequence and an execution phase in

which they executed it [20]. The previous paper analyzed the demonstration phase, and here

we analyze the execution phase. As the details of the implementation of the study and the trials

are given in full elsewhere [20], we provide only an essential outline here.

Participants

The protocols of this study were approved by the University of Nottingham Ethics Committee.

A total of 23 adults were recruited from September to November 2012 and gave written

informed consent to take part in the study. Researchers had access to personally identifiable

participant data during and after data collection. All participants were right-handed, and had

normal or corrected-to-normal vision and no history of neurological disorders. Data from

four participants who made excessive errors (>30% of trials) or completed only one scanning

session were excluded. Nineteen participants were included in the analysis (10 female; median

age = 20).

Experimental design

This is an event-related fMRI study with a 2 × 3 factorial design, with two task types (cognitive

and spatial) and three demonstration types (Hand, Ghost, and Text). In the cognitive task,

images of three different items appeared on the screen simultaneously. Participants were

required to select images in an order based on the identity of the items, regardless of their posi-

tions. The spatial arrangement of the images varied randomly between the demonstration and

execution phases. In order to correctly perform the task, participants had to construct an

abstract “cognitive” representation of the identity of the images, rather than a motor or spatial

representation. For example, the correct sequence of Fig 1A (Hand) and 1C is flowers! guitar

! saw.
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In the spatial task, three identical images appeared on the screen, and the spatial arrange-

ment of the items was the critical factor. Participants were required to select the pictures in an

order based on their spatial locations, regardless of the content of the pictures. The contents of

the pictures changed between the demonstration and execution phases. The sequence shown

in Fig 1B (Ghost) is selected in the order bottom-center! top-right!middle-left.

The two tasks were each performed with three different types of demonstration. In a Hand

demonstration, a video of a human right hand in first-person perspective operating an fMRI-

compatible joystick was presented at the centre of the screen (Fig 1A and 1B, Hand condi-

tions). As the hand moved the joystick toward a particular location, a blue square frame

appeared around the image to indicate that the corresponding image was selected. The image

then disappeared, signaling that it had been correctly chosen. Thus, in this condition partici-

pants learned the sequence rules by observing and copying the actions of another human

agent; this condition represents imitation learning.

In a Ghost demonstration, participants saw the same type of sequence of item selection, but

the center of the screen was left blank (Fig 1A and 1B, Ghost conditions). As in the Hand dem-

onstrations, a blue square appeared around each image in turn to indicate that the correspond-

ing image was selected; the image then disappeared. Hence, participants learned the sequence

rules vicariously, via physical cues (appearance of frame followed by disappearance of the

image) rather than social cues (hand movements) provided by an agent, making this condition

equivalent to non-social learning.

In a Text demonstration, the correct sequence was shown in English words which vanished

one at a time with the same timing as the images disappearing in Hand and Ghost demonstra-

tions (Fig 1A and 1B, Text conditions). Therefore, participants learned the sequence rule by

reading text instructions. This condition was included to control for covert speech when learn-

ing the sequence order.

In each execution phase, participants performed the sequence rule from the preceding dem-

onstration phase. In this phase, the visual stimuli were carefully controlled, as shown in Fig 1C

(this execution phase could have been preceded by any type of demonstration in the cognitive

task) and D (which could have been preceded by any type of demonstration in the spatial

task). All responses were made using an MRI-compatible joystick; as the participant operated

the joystick, a blue square frame appeared around the selected picture, and the corresponding

picture vanished, indicating a correct response. This procedure paralleled those witnessed in

the Hand and Ghost demonstrations. Custom-written Cogent scripts in Matlab were used to

run the experiment.

Participants received feedback on their performance on each trial. If a picture was selected

correctly, it disappeared. Therefore, selecting three pictures in a correct sequence led to the

vanishing of all pictures. Two types of error could occur: incorrect selection and slow response.

When an image was chosen in the incorrect order in a sequence, the word “Error” appeared

on the screen until the beginning of the next trial. Also, if the correct response was not made

within the allotted time (6 seconds), the word “Error” was shown briefly on the screen before

the beginning of the next trial. Participants were instructed to respond as accurately and

quickly as possible.

The timings were as follows. The demonstration phase duration was 4 seconds. An inter-

stimulus interval of 1 to 4 seconds was imposed after the demonstration phase. The execution

phase duration was 6 seconds. An intertrial interval of 3 or 7 seconds was imposed after the

execution phase of one trial and before the demonstration phase of the next trial.

The present study focuses only on the execution phase, in which the visual and motor ele-

ments of the task were matched across all 6 conditions. Only the manner in which the partici-

pants learnt the sequence in the previous (demonstration) phase differed.
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fMRI scanning

Participants became acquainted with the tasks by performing 48 practice trials in the fMRI

scanner; during this time, T1 anatomical scans were recorded. Subsequently, two sessions of

48 trials were carried out. Participants took a break between the two sessions. Trials were

drawn from the six cells of 2 × 3 factorial design, with 8 trials in each cell. Each session’s trial

order was pseudorandomised by permutation of the complete set of possible trials.

fMRI scanning was carried out at the University of Nottingham, in a 3T Phillips scanner

(Philips Medical Systems, Best, The Netherlands) with the following settings: double echo

imaging, 37 slices per TR (thickness = 3 mm), TR = 2500 ms, TE = 20 and 45 ms, flip

angle = 80˚, matrix = 64 × 64, field of view = 19.2 cm. 308 images were collected for each ses-

sion. Double echo imaging was adopted to enhance signal detection [27]. Images of the two

sessions were combined by weighted summation according to the signal strength in each brain

area [28].

Data analysis

Data and statistical analyses were conducted in the Statistical Parametric Mapping package

(SPM12; The Wellcome Centre for Human Neuroimaging, London, UK) implemented in

Matlab 2018a (Mathworks, Natick, MA). Preprocessing comprised realignment and unwarp-

ing, normalization, and smoothing. For each participant, images were realigned to the first

image of session 1 to resolve head movement. The mean image of the 308 realigned images

was adopted as an individual parameter for normalization into the standard EPI template. The

normalized images were then smoothed with an 8 mm × 8 mm × 8 mm Gaussian filter to

resolve neuroanatomical variability between subjects and to increase signal-to-noise ratio.

After preprocessing, a registration check was conducted for excessive head movement and to

ensure that the preprocessed brains were aligned correctly. Default SPM parameters were

used, unless specified otherwise. All 19 participants passed the brain movement check. The

registration check showed that the very top part of the brain of one participant had not been

recorded; this did not impact on the MNS regions that we focus on, so data from all 19 partici-

pants were included.

For first-level analysis, a design matrix modeling demonstration and execution events

according to their category was fitted for every participant. Demonstration and execution

events have 4-second and 6-second durations, respectively. When errors occurred, both the

demonstration and execution event of the trial were modelled in separate “demo-error” and

“exe-error” categories. Therefore, there were 14 regressors for each session.

Statistical analysis

Second-level contrasts were computed for the demonstration and execution phases separately;

this paper addresses only the execution phase. We focus on the contrast between execution fol-

lowing a Hand demonstration and execution following a Ghost demonstration, because this is

most relevant to our hypothesis. Thus, we evaluate and report here the simple effects of Hand-

cognitive > Ghost-cognitive and of Hand-spatial > Ghost-spatial. Other simple effects are

listed in tables in S1 File. Statistical thresholds were first set to voxelwise p< 0.0001 uncor-

rected, and we report only clusters that survive a p< 0.05 FWE corrected. The cluster-forming

extent threshold k was 10.

Clusters were assigned anatomical labels using the xjView toolbox (https://www.alivelearn.

net/xjview).
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Results

Cognitive task

Executing a cognitive task sequence after observing a Hand demonstration in contrast to a

Ghost demonstration resulted in greater activation in multiple cortical areas, including right

calcarine cortex (Fig 2B), left middle occipital region (Fig 2A), bilateral precuneus, right para-

hippocampus, and left amygdala and hippocampus (Table 1). There was no activity in premo-

tor or parietal cortex for this contrast, even at a lower threshold.

Spatial task

Executing a spatial task sequence after observing a Hand demonstration in contrast to a Ghost

demonstration resulted in greater activation in right lingual gyrus (Fig 2C) and left cerebellum

(Table 2). There was no activity in premotor or parietal cortex for this contrast, even at a lower

threshold.

Clusters with significant activation in other contrasts for the Hand, Ghost, and Text condi-

tions during the execution phase are included in tables in the S1 File. Reaction times are

described in a previous publication [20].

Discussion

Our aim in this study was to directly contrast two hypotheses concerning the brain areas

involved in (delayed) imitation. Heyes’ Grist-Mills hypothesis claims that performing an imita-

tive action uses the same brain mechanisms as performing a matched non-imitative action

because the mechanisms of social learning “are the same associative mechanisms that encode

information [. . .] when it is derived, not from observing the behaviour of others (social learn-

ing), but from direct interaction with the inanimate world (asocial learning)” ([14], p. 2183).

In contrast, mirror neuron theories suggest that there are dedicated brain areas and systems

Fig 2. Regions showing greater activity when executing a sequence following a Hand demonstration (red bars) compared to a Ghost demonstration (blue bars)

in the cognitive task (panels A and B) and in the spatial task (C). Brackets above the bars indicate which contrasts are significantly different and the focus of the

brain plot above. Error bars indicate 95% confidence intervals calculated using within-subjects standard error [29].

https://doi.org/10.1371/journal.pone.0291771.g002
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for imitation. Although parts of the MNS in premotor or parietal cortex have been linked to

the learning of distinct responses during demonstration [20], the results of the present study

did not show any evidence that they play a specific role in executing imitated responses learned

vicariously from an agent. Instead, consistent with a growing body of research [18, 19], we

found significant activation in regions outside the classic mirror system. We discuss the impli-

cations of these results for theories of imitation.

The lack of imitation-specific responses in mirror regions

We did not find imitation-specific responses in MNS regions. This contrasts with previous

studies which have reported activation in MNS areas during imitation tasks [4, 5, 17, 30].

However, such immediate imitation studies used paradigms in which action observation and

execution occurred simultaneously; this generally meant that visual input during imitation

conditions was different from that during non-imitation conditions. Consequently, it is diffi-

cult to interpret the resulting brain activity as being due strictly to imitation itself.

A stronger test of these hypotheses is to examine delayed imitation, but this has rarely been

done. While one previous study using a delayed imitation task reported activity in the MNS

[2], it did not directly contrast the imitative versus non-imitative (freely chosen) actions.

Another experiment testing delayed hand posture matching [19] did not find strong

Table 1. Cognitive task, Hand> Ghost: Brain regions, FWE-corrected p values, sizes of clusters (k), T values, and MNI coordinates of clusters showing significant

activation following different demonstration types.

Brain region p(FWE) k T MNI coordinate

x y z

R calcarine <0.001 3629 7.87 14 −50 8

7.56 8 −84 2

7.45 10 −76 4

L middle occipital <0.001 198 5.57 −32 −82 0

4.94 −38 −78 8

4.62 −34 −74 2

R precuneus 0.01 74 5.32 2 −46 48

L precuneus 4.37 0 −56 48

L middle cingulate 3.68 −4 −40 52

R parahippocampus 0.02 65 5.03 24 −22 −22

R fusiform 4.23 22 −30 −18

L amygdala 0.04 55 4.89 −22 −6 −18

L hippocampus 4.27 −28 −12 −12

https://doi.org/10.1371/journal.pone.0291771.t001

Table 2. Spatial task, Hand>Ghost: Brain regions, FWE-corrected p values, sizes of clusters (k), T values, and MNI coordinates of clusters showing significant acti-

vation following different demonstration types.

Brain region p(FWE) k T MNI coordinate

x y z

R lingual <0.001 202 6.46 10 −84 −6

5.70 16 −78 −8

4.17 14 −84 −14

Vermis 0.032 69 4.78 2 −34 −20

L cerebellum 4.13 −4 −36 −26

L cerebellum 4.11 −4 −30 −10

https://doi.org/10.1371/journal.pone.0291771.t002
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engagement of mirror systems. Consistent with this latter study, we also found no MNS activ-

ity during the execution portion of the task.

The lack of mirror system activation in the execution phase of our study cannot be attrib-

uted to a failure to engage these brain regions at all. In the demonstration phase of both the

cognitive and spatial tasks with a visible hand, there was activity in MNS areas: in the cognitive

task, the Hand > Text contrast revealed an activation difference in right inferior frontal gyrus

(IFG). In the spatial task, the Hand> Text contrast showed a difference in left parietal cortex

[20]. However, these differences occurred during the demonstration phase only. As such,

MNS activity during imitation conditions appears to be restricted to action observation alone,

not both action observation and execution, as the MNS hypothesis would predict.

As with some previous neuroimaging studies, the sample size was not large. Yet in both phases

of the experiment (demonstration and execution), power was sufficient to detect the differential

activation of brain areas in the three conditions. The interpretation of null findings in event-

related fMRI is challenging; it could be that MNS areas were active during execution but to a

lesser degree than occipital areas. However, even with a lower threshold, we did not find MNS

areas to be active during action execution. We maintain that the finding of no differential activa-

tion in the MNS during imitative action execution cannot be attributed to insufficient power.

The engagement of occipitotemporal cortex by imitation

In contrast to the lack of activation of MNS regions, we found robust engagement of occipital and

occipitotemporal cortex in our tasks. Specifically, when participants executed the cognitive task

following a Hand action demonstration (imitation), calcarine sulcus and middle occipital regions

were activated. When participants executed the spatial task following a Hand action demonstra-

tion, lingual gyrus was activated. These results are again in line with the finding from Makuuchi

[19] showing that occipital regions can be engaged when performing an imitative action.

There is evidence from a variety of sources that regions within medial and lateral occipital

cortex have an important role in action execution. A careful study from Astafiev and colleagues

showed that the extrastriate body area (EBA), in addition to its role in passive observation of

bodies and body parts, also responds to self-generated movement [31]. When contrasted

under conditions of covert attention, saccades, and pointing actions, EBA showed significantly

greater activation for pointing. This demonstrates movement-related modulation of the EBA

which cannot be attributed to simple attentional or visual factors of the target stimulus. In

addition, a multivoxel pattern analysis study examined the coding of action observation and

action performance across the brain [32] and found evidence of cross-modal action represen-

tations in occipitotemporal cortex (as well as parietal cortex). These previous results [31, 32]

are in agreement with results from a meta-analysis [3] showing that occipitotemporal cortex,

along with the MNS, is involved in imitation. Our data corroborate these prior studies’ results.

Specifically, our study shows that regions of occipitotemporal cortex have a specific role in the

execution of imitative responses following a Hand demonstration—neural activity not seen for

identical responses following a non-social Ghost demonstration.

If we seek to understand neural mechanisms of imitative learning, we need to include

occipital regions too. EBA and the other parts of occipital cortex highlighted here respond to

actions of self and other and to imitation. In particular, the finding that the only brain regions

in the cortex which are engaged specifically for imitative actions and not for matched non-imi-

tative actions are located in the medial and lateral occipital cortex suggests that the previous

focus on the roles of inferior parietal lobule (IPL) and IFG in imitation has limited our under-

standing. Further research into the role of occipital cortex in imitation could determine the

factors modulating its involvement.
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Could the occipital activity in the execution phase be due to “spillover” from the demon-

stration phase due to the timing of the hemodynamic response function (HRF)? We think this

is unlikely for the following reason. For the cognitive task, the occipital areas activated during

the demonstration phase for the Hand > Ghost contrast are bilateral occipital gyrus and tem-

poral gyrus (clusters centered on coordinates −54 −74 10 and 56 −70 0). The activated clusters

from the execution phase are right calcarine on the medial brain surface (cluster centered on

coordinates 14 −50 8) and left middle occipital gyrus (coordinates −32 −82 0), posterior to the

cluster from the demonstration phase. For the spatial task, the corresponding areas for the

demonstration phase are left occipital gyrus and temporal gyrus (coordinates −50 −70 6) and

right occipital gyrus (26 −100 −6), while the execution phase cluster is located in the right lin-

gual gyrus (10 −84 −6), also on the medial brain surface. If the areas activated during the exe-

cution phase were simply a result of completion of the HRF initiated due to the demonstration

phase stimuli, we would expect them to be the same brain area, rather than different areas.

Grist and mills

Our findings have important implications for the Grist-Mills hypothesis. Heyes claims that

social and non-social learning rely on the same basic learning mechanisms (the mill), but that

input mechanisms—motivational, perceptual, and attentional processes—may be biased

toward information (grist) from social sources [14, 15]. If there is essentially one “mill” that

performs all types of learning (whether socially mediated or not), then there should not be

detectable brain differences between executing an imitative and a non-imitative action, espe-

cially in studies like this one where imitation is delayed and the actions are precisely matched

for motor complexity and visual feedback. In fact, our results show that despite the fact that

the execution phases across conditions were matched, executing a sequence following a Hand

demonstration produces different brain activation patterns from executing a sequence follow-

ing a Ghost or Text demonstration. That is, social learning involves different neural correlates

from non-social learning. This outcome is inconsistent with the core prediction of the Grist-

Mills hypothesis, as it strongly indicates that different mechanisms (mills) are involved in

learning from social (Hand) and non-social (Ghost) sources.

These activation differences could arise for several reasons. In a recent study of action

observation and simultaneous action, participants were instructed to imitate deliberately or to

perform a certain action which happened to be imitative [33]. Mid-occipital regions were spe-

cifically engaged for intentional imitation, and also showed more activity when participants’

actions matched those observed regardless of instructions. These findings were interpreted in

terms of differences in motor planning and attention, with more attention paid when partici-

pants were instructed to imitate. However, the results from Astafiev and colleagues [31] sug-

gest that attention alone does not account for different patterns of activity in lateral occipital

cortex during motor tasks, and in our study the visual inputs were matched during task execu-

tion, which suggests that visual attention should also be matched.

Another possibility might draw on Meltzoff’s original active intermodal mapping (AIM)

model, where an “equivalency detector” responds to the correspondence between, for example,

the action observed on the face of an adult and the action performed by an infant [34]. A

related cognitive framework assumes that social and asocial learning conditions produce dis-

tinct cognitive models (or simulations) against which performance during action execution is

compared [35]. We might think of occipital and occipitotemporal regions implicated in imita-

tion execution as areas which use the visual input of the demonstrator’s hand actions to gener-

ate a model based on what is known about the task (e.g., the content of the demonstration).

The model makes predictions about the serial hand actions which the participant will perform,
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testing these predictions against the motor and proprioceptive feedback from the actual—

ongoing—hand actions (for a related model of predictive coding in the MNS, see [36]). How-

ever, the differing patterns of activation between the imitation of item-specific sequences in

the cognitive task and location-specific sequences in the spatial task suggest that there is no

single brain area in which equivalencies are detected or model-based predictions are compared

with feedback from either past or present experiences. Rather, multiple areas may perform dis-

tinct computations depending on task demands [12, 37].

Conclusion

Here, we explored brain responses during imitative and matched non-imitative action execu-

tion, contrasting the MNS hypothesis and the Heyes Grist-Mills hypothesis [14–16]. While the

MNS appears to be involved in observational learning (i.e., action observation), we found no

evidence that the classic mirror neuron regions of IPL and IFG respond selectively during the

execution of imitative responses. Instead, medial and lateral occipital cortex appear to be spe-

cifically engaged during the execution of imitative responses. This is consistent with previous

results and implies that the study of the neural basis of imitation needs to look beyond the mir-

ror neuron system that presently includes only parietal and inferior frontal regions. The results

also failed to support the Grist-Mills hypothesis and the idea that there is nothing special about

how the brain learns from and imitates others. Future research is necessary to understand the

information processing that is taking place in these brain regions.
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6. Krüger B, Bischoff M, Blecker C, Langhanns C, Kindermann S, Sauerbier I, et al. Parietal and premotor

cortices: Activation reflects imitation accuracy during observation, delayed imitation and concurrent imi-

tation. NeuroImage 2014; 100;39–50. https://doi.org/10.1016/j.neuroimage.2014.05.074 PMID:

24907485

7. Macuga KL, Frey SH. Neural representations involved in observed, imagined, and imitated actions are

dissociable and hierarchically organized. NeuroImage 2012; 59(3);2798–2807. https://doi.org/10.1016/

j.neuroimage.2011.09.083 PMID: 22005592

8. Rizzolatti G, Sinigaglia C. The functional role of the parieto-frontal mirror circuit: Interpretations and mis-

interpretations. Nat Rev Neurosci 2010; 11(4);264–274. https://doi.org/10.1038/nrn2805 PMID:

20216547

9. Iacoboni M. Neural mechanisms of imitation. Curr Opin Neurobiol 2005; 15(6);632–637. https://doi.org/

10.1016/j.conb.2005.10.010 PMID: 16271461

10. Marshall PJ, Meltzoff AN. Neural mirroring mechanisms and imitation in human infants. Philos Trans R

Soc B Biol Sci 2014;369; https://doi.org/10.1098/rstb.2013.0620 PMID: 24778387. https://doi.org/10.

1098/rstb.2013.0620

11. Rizzolatti G, Craighero L. The mirror-neuron system. Annu Rev Neurosci 2004; 27;169–192. https://doi.

org/10.1146/annurev.neuro.27.070203.144230 PMID: 15217330

12. Subiaul F. What’s special about human imitation? A comparison with enculturated apes. Behav Sci

2016; 6(3);13. https://doi.org/10.3390/bs6030013 PMID: 27399786

13. Iacoboni M, Koski LM, Brass M, Bekkering H, Woods RP, Dubeau M-C, et al. Reafferent copies of imi-

tated actions in the right superior temporal cortex. Proc Natl Acad Sci U S A 2001; 98(24);13995–

13999. https://doi.org/10.1073/pnas.241474598 PMID: 11717457

14. Heyes C. Grist and mills: on the cultural origins of cultural learning. Philos Trans R Soc B Biol Sci 2012;

367;2181–2191. https://doi.org/10.1098/rstb.2012.0120 PMID: 22734061

15. Heyes C. What’s social about social learning? J Comp Psychol 2012; 126(2);193–202. https://doi.org/

10.1037/a0025180 PMID: 21895355

16. Heyes C. Cognitive gadgets: the cultural evolution of thinking. Cambridge, MA: The Belknap Press of

Harvard University Press; 2018.

17. Iacoboni M, Woods RP, Brass M, Bekkering H, Mazziotta JC, Rizzolatti G. Cortical mechanisms of

human imitation. Science 1999; 286(5449);2526–2528. https://doi.org/10.1126/science.286.5449.2526

PMID: 10617472

18. Chaminade T, Meltzoff AN, Decety J. Does the end justify the means? A PET exploration of the mecha-

nisms involved in human imitation. NeuroImage 2002; 15;318–328. https://doi.org/10.1006/nimg.2001.

0981 PMID: 11798268

19. Makuuchi M. Is Broca’s area crucial for imitation? Cereb Cortex 2005; 15;563–570. https://doi.org/10.

1093/cercor/bhh157 PMID: 15319311

20. Renner E, White JP, Hamilton AFdC, Subiaul F. Neural responses when learning spatial and object

sequencing tasks via imitation. PLoS One 2018; 13(8);e0201619. https://doi.org/10.1371/journal.pone.

0201619 PMID: 30075020

21. Subiaul F, Anderson S, Brandt J, Elkins J. Multiple imitation mechanisms in children. Dev Psychol

2012; 48(4);1165–1179. https://doi.org/10.1037/a0026646 PMID: 22201448

PLOS ONE Dedicated mechanisms for imitation?

PLOS ONE | https://doi.org/10.1371/journal.pone.0291771 September 26, 2023 13 / 14

https://doi.org/10.1111/mila.12189
http://www.ncbi.nlm.nih.gov/pubmed/30333677
https://doi.org/10.1016/s0896-6273%2804%2900181-3
https://doi.org/10.1016/s0896-6273%2804%2900181-3
http://www.ncbi.nlm.nih.gov/pubmed/15091346
https://doi.org/10.1016/j.neuroimage.2009.12.112
http://www.ncbi.nlm.nih.gov/pubmed/20056149
https://doi.org/10.1016/s1053-8119%2803%2900042-9
https://doi.org/10.1016/s1053-8119%2803%2900042-9
http://www.ncbi.nlm.nih.gov/pubmed/12725768
https://doi.org/10.1016/j.neuroimage.2011.09.021
https://doi.org/10.1016/j.neuroimage.2011.09.021
http://www.ncbi.nlm.nih.gov/pubmed/21983182
https://doi.org/10.1016/j.neuroimage.2014.05.074
http://www.ncbi.nlm.nih.gov/pubmed/24907485
https://doi.org/10.1016/j.neuroimage.2011.09.083
https://doi.org/10.1016/j.neuroimage.2011.09.083
http://www.ncbi.nlm.nih.gov/pubmed/22005592
https://doi.org/10.1038/nrn2805
http://www.ncbi.nlm.nih.gov/pubmed/20216547
https://doi.org/10.1016/j.conb.2005.10.010
https://doi.org/10.1016/j.conb.2005.10.010
http://www.ncbi.nlm.nih.gov/pubmed/16271461
https://doi.org/10.1098/rstb.2013.0620
http://www.ncbi.nlm.nih.gov/pubmed/24778387
https://doi.org/10.1098/rstb.2013.0620
https://doi.org/10.1098/rstb.2013.0620
https://doi.org/10.1146/annurev.neuro.27.070203.144230
https://doi.org/10.1146/annurev.neuro.27.070203.144230
http://www.ncbi.nlm.nih.gov/pubmed/15217330
https://doi.org/10.3390/bs6030013
http://www.ncbi.nlm.nih.gov/pubmed/27399786
https://doi.org/10.1073/pnas.241474598
http://www.ncbi.nlm.nih.gov/pubmed/11717457
https://doi.org/10.1098/rstb.2012.0120
http://www.ncbi.nlm.nih.gov/pubmed/22734061
https://doi.org/10.1037/a0025180
https://doi.org/10.1037/a0025180
http://www.ncbi.nlm.nih.gov/pubmed/21895355
https://doi.org/10.1126/science.286.5449.2526
http://www.ncbi.nlm.nih.gov/pubmed/10617472
https://doi.org/10.1006/nimg.2001.0981
https://doi.org/10.1006/nimg.2001.0981
http://www.ncbi.nlm.nih.gov/pubmed/11798268
https://doi.org/10.1093/cercor/bhh157
https://doi.org/10.1093/cercor/bhh157
http://www.ncbi.nlm.nih.gov/pubmed/15319311
https://doi.org/10.1371/journal.pone.0201619
https://doi.org/10.1371/journal.pone.0201619
http://www.ncbi.nlm.nih.gov/pubmed/30075020
https://doi.org/10.1037/a0026646
http://www.ncbi.nlm.nih.gov/pubmed/22201448
https://doi.org/10.1371/journal.pone.0291771


22. Subiaul F, Lurie H, Romansky K, Klein T, Holmes D, Terrace H. Cognitive imitation in typically-develop-

ing 3- and 4-year olds and individuals with autism. Cogn Dev 2007; 22;230–243. https://doi.org/10.

1016/j.cogdev.2006.10.003

23. Subiaul F, Cantlon JF, Holloway RL, Terrace HS. Cognitive imitation in rhesus macaques. Science

2004; 305;407–410. https://doi.org/10.1126/science.1099136 PMID: 15256673

24. Subiaul F, Romansky K, Cantlon JF, Klein T, Terrace H. Cognitive imitation in 2-year-old children

(Homo sapiens): a comparison with rhesus monkeys (Macaca mulatta). Anim Cogn 2007; 10(4);369–

375. https://doi.org/10.1007/s10071-006-0070-3 PMID: 17287996

25. Renner E, Patterson EM, Subiaul F. Specialization in the vicarious learning of novel arbitrary sequences

in humans but not orangutans. Philos Trans R Soc B Biol Sci 2020;375; https://doi.org/10.1248/cpb.58.

363

26. Budell L, Kunz M, Jackson PL, Rainville P. Mirroring pain in the brain: Emotional expression versus

motor imitation. PLoS One 2015; 10(2);e0107526. https://doi.org/10.1371/journal.pone.0107526 PMID:

25671563

27. Gowland PA, Bowtell R. Theoretical optimization of multi-echo fMRI data acquisition. Phys Med Biol

2007; 52(7);1801–1813. https://doi.org/10.1088/0031-9155/52/7/003 PMID: 17374912

28. Marciani L, Pfeiffer JC, Hort J, Head K, Bush D, Taylor AJ, et al. Improved methods for fMRI studies of

combined taste and aroma stimuli. J Neurosci Methods 2006; 158(2);186–194. https://doi.org/10.1016/

j.jneumeth.2006.05.035 PMID: 16839610

29. Bland JM, Altman DG. Statistics notes: measurement error. BMJ 1996; 313(744). https://doi.org/10.

1136/bmj.313.7059.744

30. Chaminade T, Meltzoff AN, Decety J. An fMRI study of imitation: action representation and body

schema. Neuropsychologia 2005; 43;115–127. https://doi.org/10.1016/j.neuropsychologia.2004.04.

026 PMID: 15488911

31. Astafiev SV, Stanley CM, Shulman GL, Corbetta M. Extrastriate body area in human occipital cortex

responds to the performance of motor actions. Nat Neurosci 2004; 7(5);542–548. https://doi.org/10.

1038/nn1241 PMID: 15107859

32. Oosterhof NN, Wiggett AJ, Diedrichen J, Tipper SP, Downing PE. Surface-based information mapping

reveals crossmodal vision—action representations in human parietal and occipitotemporal cortex. J

Neurophysiol 2010; 104; 1077–1089. https://doi.org/10.1152/jn.00326.2010 PMID: 20538772

33. Campbell MEJ, Mehrkanoon S, Cunnington R. Intentionally not imitating: Insula cortex engaged for top-

down control of action mirroring. Neuropsychologia 2018; 111;241–251. https://doi.org/10.1016/j.

neuropsychologia.2018.01.037 PMID: 29408525

34. Meltzoff AN, Moore NK. Explaining facial imitation: a theoretical model. Early Dev Parent 1997; 6;179–

192. https://doi.org/10.1002/(SICI)1099-0917(199709/12)6:3/4<179::AID-EDP157>3.0.CO;2-R PMID:

24634574

35. Shiffrin RM, Bassett DS, Kriegeskorte N, Tenenbaum JB. The brain produces mind by modeling. Proc

Natl Acad Sci U S A 2020; 117(47);29299–29301. https://doi.org/10.1073/pnas.1912340117 PMID:

33229525

36. Kilner JM, Friston KJ, Frith CD. Predictive coding: an account of the mirror neuron system. Cogn Pro-

cess 2007; 8(3);159–166. https://doi.org/10.1007/s10339-007-0170-2 PMID: 17429704

37. Subiaul F, Zimmermann L, Renner E, Schilder B, Barr R. Defining elemental imitation mechanisms: a

comparison of cognitive and motor-spatial imitation learning across object- and computer-based tasks.

J Cogn Dev 2016; 17(2);221–243.

PLOS ONE Dedicated mechanisms for imitation?

PLOS ONE | https://doi.org/10.1371/journal.pone.0291771 September 26, 2023 14 / 14

https://doi.org/10.1016/j.cogdev.2006.10.003
https://doi.org/10.1016/j.cogdev.2006.10.003
https://doi.org/10.1126/science.1099136
http://www.ncbi.nlm.nih.gov/pubmed/15256673
https://doi.org/10.1007/s10071-006-0070-3
http://www.ncbi.nlm.nih.gov/pubmed/17287996
https://doi.org/10.1248/cpb.58.363
https://doi.org/10.1248/cpb.58.363
https://doi.org/10.1371/journal.pone.0107526
http://www.ncbi.nlm.nih.gov/pubmed/25671563
https://doi.org/10.1088/0031-9155/52/7/003
http://www.ncbi.nlm.nih.gov/pubmed/17374912
https://doi.org/10.1016/j.jneumeth.2006.05.035
https://doi.org/10.1016/j.jneumeth.2006.05.035
http://www.ncbi.nlm.nih.gov/pubmed/16839610
https://doi.org/10.1136/bmj.313.7059.744
https://doi.org/10.1136/bmj.313.7059.744
https://doi.org/10.1016/j.neuropsychologia.2004.04.026
https://doi.org/10.1016/j.neuropsychologia.2004.04.026
http://www.ncbi.nlm.nih.gov/pubmed/15488911
https://doi.org/10.1038/nn1241
https://doi.org/10.1038/nn1241
http://www.ncbi.nlm.nih.gov/pubmed/15107859
https://doi.org/10.1152/jn.00326.2010
http://www.ncbi.nlm.nih.gov/pubmed/20538772
https://doi.org/10.1016/j.neuropsychologia.2018.01.037
https://doi.org/10.1016/j.neuropsychologia.2018.01.037
http://www.ncbi.nlm.nih.gov/pubmed/29408525
https://doi.org/10.1002/%28SICI%291099-0917%28199709/12%296%3A3/4%26lt%3B179%3A%3AAID-EDP157%26gt%3B3.0.CO%3B2-R
http://www.ncbi.nlm.nih.gov/pubmed/24634574
https://doi.org/10.1073/pnas.1912340117
http://www.ncbi.nlm.nih.gov/pubmed/33229525
https://doi.org/10.1007/s10339-007-0170-2
http://www.ncbi.nlm.nih.gov/pubmed/17429704
https://doi.org/10.1371/journal.pone.0291771

